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Visualising emotions within computer graphics

1. Abstract


Computer Animation influences all areas of our every day life.  Since the 1990’s commercial Speech recognition systems have been available off the shelf, but it has not been until the last few years that systems can now boast up to 99% accuracy (Dragon NaturallySpeaking® Pro V8 Program).  This has greatly expanded the market of such systems and challenged companies to push the technology further.  The majority of this extended research has been emotion recognition.  This report will explore speech and emotion recognition and will look into methods of extracting basic meaningful data from sound files, with the use of Houdini, and expressing their content visually through colour and shape.


This project will present a number of personal challenges.  Firstly, I will be producing a visual product; a short animation showing the audio editing capabilities of Houdini.  Secondly, gathering information on emotion recognition and applying it to my work. 

2. Speech Recognition


Despite the apparent success of speech recogntion systems, few people use them today on their personal computers because they can interact with their computer more quickly with a keyboard and/or mouse, despite the fact that most people are able to speak considerably faster than they can type.  However, speech recognition systems have found use where the speed of text input is required to be extremely fast.  They are used in legal and medical transcription, the generation of subtitles for live sports and current affairs programs on television.  This is achieved via an operator that re-speaks any dialog into software trained in the operator's voice.  


Modern speech recognition systems use a number of standard techniques to increase accuracy.  In a  typical large-vocabulary continuous system it would have many of the following parts [10]. 

Context dependency for the phones 

Tree clustering of the contexts cepstral 

Cepstral mean and variance normalization for channel differences

Vocal tract length normalization (VTLN)

Maximum likelihood linear regression (MLLR)

Delta and delta-delta 

Heteroscedastic linear discriminant analysis (HLDA)

Global semitied covariance transform 

Maximum mutual information (MMI)

Viterbi 

Hidden Markov Model

AT&T approach.


Although these techniques are essential for achieving high levels of accuracy it is too extensive for the scale of this project and complicates how in simple terms, a speech recognition system converts audio data into its text form.  Initially, a microphone converts the analogue signal of our voice (sound vibrations) into an electrical signal which varies in amplitude and frequency.  Amplitude (height of the wave) is similar to volume on a speaker while frequency, measured in hertz (Hz), is simiar to pitch.  It is from this data alone that the computer must extract enough information to confidently guess the words being spoken, the first of which is phonemes.  
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www.wikipedia.org [10]

Graph showing : Magnitude of the maximum disturbance during a wave cycle = Amplitude


Phonemes are speech sounds (or a set of phones) that group together to form words.  English uses about 40 phonemes to convey the 500,000 or so words it contains, making them relatively good data to work with.  

Vowel Phonemes:

  
  

PHONEME
EXAMPLES

  
  

a
Cat

e
Peg

i
Pig

o
Log

u
Plug

ae
Pain

ee
Sweet

ie
Tried

oe
Road

ue
Moon

oo
Look

ar
Cart

ur
Burn

or
Torn

au
Haul

er
Wooden

ow
Down

oi
Coin

air
Stairs

ear
Fear

 

Consonant Phonemes:

 
 

PHONEME
EXAMPLES

b
Baby

d
Dog

f
Field

g
Game

h
Hat

j
Judge

k
Cook

l
Lamb

m
Monkey

n
Nut

p
Paper

r
Rabbit

s
Sun

t
Tap

v
Van

wh
where 

y
Yes

z
Zebra

th
Then

th
Thin

ch
Chip

sh
Ship

zh
Treasure

ng
Ring

Table of 44 Phonemes [11]

www.lancsngfl.ac.uk/curriculum/literacy/lit_site/lit_sites/phonemes_001/index.htm


Phonemes are extracted by running the waveform through a Fourier Transform.  The Fourier Transform is used as it is able to analyse a signal in the time domain for its frequency content.  The transform works by first translating a function in the time domain into a function in the frequency domain.  The signal can then be analyzed for its frequency content because the Fourier coefficients of the transformed function represent the contribution of each sine and cosine function at each frequency [9].
 


The Fourier transform can be visualised in the form of a spectrogram.  A spectrogram is a 3D plot of a waveform's frequency and amplitude versus time.  Often the diagram is reduced to two dimensions by indicating the intensity with more intense colours values.  Spectrograms are usually created in one of two ways; either using the Fourier transform or with a series of bandpass filters.


The bandpass filter method is usually used with analog data.  The frequency range of the signal (an audio signal, for instance, would have frequencies in the range of 20 Hz - 20 kHz) is divided into equal sections, either linearly (0-100, 100-200, 200-300, ...), or logarithmically (10-100, 100-1000, 1000-10000, ...).  The signal is input to a filter, which removes all of the signal that does not fall within its specific frequency band.  The magnitudes of each filter output are recorded in relation to time.  Each recording then corresponds to a horizontal line in the image; a measurement of magnitude versus time for a each frequency band [10].
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A spectrogram of a synthesized male voice saying "tatata".  Frequency versus time.

www.wikipidia.com [10]


At this stage the computer needs to match the amplitudes and frequencies of separate pre-recorded template phonemes to the individual phonemes in the words.  This is a comlicated task made easier by with the Hidden Markov Model (HMM) shown below generating the word tomato.  The Markov Model (in a speech recognition context) is a chain of phonemes that represent a word.  The chain can branch, and if it does, it is statistically balanced.     
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Hidden Markov Model

www.generation5.org


The real challenges for the Markov Models is to distinguish where the boudaries lie between words.  In naturally spoken language, there are no pauses between words, so it is difficult for a computer to decide where word boundaries lie.  Some utterances can sound very similar, but can only be truly interpreted when relating to its context.  A famous T-shirt worn by Apple Computer researchers can help make this point.  It read “I helped Apple wreck a nice beach”, which, when spoken, sounds like “I helped Apple recognise speech”.

3) Emotion recognition


Speech recognition systems have more recently begun to develop emotion detection.  From an engineering perspective detecting emotion raises the question of “What are the basic emotions?”  Following are the six archetypal emotions by Cowie et al [2].

Happiness 

Sadness 

Fear

Anger

Surprise

Disgust


These six are seen as a good basis for emotion recognition.  However recent research by Chul Min Lee and Shrikanth S. Narayanan [3] [4], suggest that for some emotion recognition tasks such as a call centre only two emotions are really needed: negative and non-negative.  The paper describes how recognizing emotion is best achieved when using three combined methods: acoustic (pitch-related features, formant frequencies, timing features), lexical (word choices) and discourse (detecting negative comments and swear words).  Using these methods Lee and Narayanan saw a 40.7% improvement for males and 36.4% for females in emotion recognition.  


Further study in language independent emotions recognition correlates physiological states with emotional states.  Certain emotional states are often correlated with particular physiological states [5] which in turn have quite mechanical and thus predictable effects on speech, especially on pitch, (fundamental frequency) timing and voice quality.  For instance, “when one is in a state of anger, fear or joy, the sympathetic nervous system is aroused, the heart rate and blood pressure increase, the mouth becomes dry and there are occasional muscle tremors.  Speech is then loud, fast and enunciated with strong high frequency energy.  When one is bored or sad, the parasympathetic nervous system is aroused, the heart rate and blood pressure decrease and salivation increases, which results in slow, low-pitched speech with little high-frequency energy” [6].

Sound
Negative
Positive


Anger
Sadness
Joy
Comfort







Mean pitch
High
Low
High
Medium

Pitch variance
High
Low
High
Medium

Rhythm
Fast
Slow
Fast
Slow

Amplitude
Loud
Quiet
Loud
Quiet

High freq energy
High
Low
High
Low

Contours of syllables
Falling
Falling
Rising
Rising

Accented syllables
Many
Very few
Few
Very few

Table showing relationships between sound features and emotion

Compiled using a variety of sources [2] [3] [4] [17]


For this study we will be looking into recognizing emotion through acoustics.  The table above was compiled after researching the most effective features to extract data from the sound.  However, only a portion of these could be used due to the limitations of the program being used, Pratt [1].  The Pratt computer program is free to download and allows one to analyse, synthesize, and manipulate speech.  The sounds files used are from the film Human Traffic [13] featuring the actor John Simm.  The utterances are around 10 seconds in length and contain only Simm’s voice, they also have little background noise and the leading and trailing silences have been cropped.  This consistency helps with later analysis.   

4. Voice analysis

The Pratt program allows us to adjust the specific band frequency to analyse sound waves for specific voices, i.e. bands between 85 to 155 Hz can be used for males and 165 to 255 Hz for females.  

Unvoiced pitch frames – 

This is the fraction of pitch frames that are analysed as unvoiced (silence).  

Number of voice breaks – 

Silences that are longer than 1.25 seconds.  If the lowest pitch floor is 75 Hz (males), all silences longer than 16.7 milliseconds are regarded as voice breaks.

Fundamental frequency – 

A voice frequency band is one of the frequencies, within part of the audio range, that is used for the transmission of speech.  In telephony, the usable voice frequency band ranges from approximately 300 Hz to 3400 Hz.  The speech of an adult male will have a fundamental frequency of from 85 to 155 Hz, and an adult female from 165 to 255 Hz.  Therefore, the fundamental frequency of most speech falls below the bottom of the voice frequency band.  

Mean energy intensity – 

The intensity of any wave is the time averaged rate at which it transmits energy per unit area through some region of space [14].  However as a general rule the larger the amplitude, the greater the intensity, the louder the sound.

Voice pitch (frequency) –

Pitch is a subjective quality, often described as highness or lowness, and is something perceived by the human ear [14].  This differs to frequency, which is the physical measurement of vibration per second.  For example, a slight change in frequency need not lead to a perceived change in pitch, but a change in pitch implies there has been a change in frequency.  

Features
Sound Files


Negative
Positive


hitler.wav
memory.wav
milkybar.wav
kettle.wav
human.wav








Unvoiced frames
20.8 %
21.7 %
14.2 %
15.4 %
25 %

Number of voice breaks / time
3.6 
3.5 
2.6 
2.9 
2.6

Mean energy intensity
74.0 dB
75.6 dB
73.4 dB
73.8 dB
73 dB

Fundamental frequency (f0)

Mean - 
731.1 Hz
656.0 Hz
774.5 Hz
768.2 Hz
778.3 Hz

Voice pitch (frequency)

Min - 

Max -

Mean -

Median - 

Standard Deviation -
75.3 Hz

498.5 Hz

206.0 Hz

209.9 Hz

61.7 Hz
76.7 Hz

466.1 Hz

141.2 Hz

125.4 Hz

63.7 Hz
75.5 Hz

489.6 Hz

226.8 Hz

206.9 Hz

85 .4 Hz
72.2 Hz

488.7 Hz

185.5 Hz

183.8 Hz

59.0 Hz
86.1 Hz

495.6 Hz

281.2 Hz

275.8 Hz

100.8 Hz

Duration
7.8 seconds
9.7 seconds
9.7 seconds
9.8 seconds
7 seconds

Information generated with Pratt 

Using the voice of John Simm from Human Traffic [13]

From these results it is difficult to extract meaningful data.  However, from these four sounds files,

· Lower number of silences in positive utterances (varies from 2.6 – 2.9) 

· Negative utterances have a higher amplitude (1 or 2dB)

· Negative utterances have a lower fundamental frequency 

At this stage of the project it was proving to be extremely hard to use only acoustics to extract emotion, especially with a limited database of utterances and a relatively low-level sound analysis program (Pratt).  Therefore I began researching how artists express emotion, particularly when using a computer.

5. Art Research
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Lightforms (1953-1955) Herbert Franke 

(in co-operation with Andreas Hübner, some of the very first computer art experiments) [18]


Herbert Franke pioneered computer art during the 1960s with his colourful varied compositions.  He was born in Vienna, and went to the University of Munich in 1973 lecturing in computer graphics and computer art until 1997.  Franke’s earliest pieces (above) are experiments with electrical signals from an oscilloscope.  
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Cascade (1978) Herbert Franke [18] 


These images (above) have been created by converting music frequency into pictures, using the Apple II GS.    
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Chip Universe (1983) Herbert Franke [18]


Franke continued experimenting with music and graphics and in 1983 produced Chip Universe (above) from musical improvisation.  It premiered with Bruno Spoerri playing on a self-designed wind instrument [18].  These images are structured in a way to allow for experimentation; the squares and lines can be extended and contracted while maintaining symmetry, thus being aesthetically pleasing.  Franke has kept a similar palate throughout, using greens, oranges and yellows regularly.  This helps create the idea of progression from one image to another, essential when based on a piece of music.  
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Wave Functions (1979 – 1992) Herbert Franke [18]
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Fourier Transforms (1979 – 1992) Herbert Franke [18]


Wave Functions and Fourier Transform (above) are more recent examples of Franke’s work.  It is interesting that you can see similarities in colour and form in relation to his first works.  Franke has continued to use waveforms as the driving force in creating the images; however the third image is a notable step forward where Franke has used the Fourier Transform, discussed earlier in relation to speech recognition, to create a highly detailed colourful abstract piece.   


In the mid 1970’s another artist called Joan Truckenbrod used the Fourier Transform as her inspiration (although her first attempts were to show how Fourier transforms was not inferior to fractals, but could produces a variety of shapes).  These images are simple and effective; the use of colour and composition makes them appealing.
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Fourier Transform (1976), Interstitial (1976), Stalactite (1976) Joan Truckenbrod [18]
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 Algorithmic drawing Vera Molnar (1991) Courtesy of the artist for the 1991 symposium on Art & algorithm [18]


Vera Molnar was born in Budapest, Hungary and moved with her husband, François Molnar, in 1947 to Paris. Together they developed a strong interest in concrete art and the science of vision.  Over many years Vera used the concept of a “machine imaginaire” to make pictures before she got access to computers in 1968 to plot her drawings [18].  She later used algroithms to create abstract art, thus being part of a group of artists called the Algorists.  Algorists are artists who create art using algorithmic procedures that include their own algorithms.  However through history the procedures would apply to a very broad spectrum of art.  



Below are images produced by Tim Borgmann displaying a sense of movement and dynamics.  Tim Borgmann describes [15] how the Abstract Art Series started as a “step more back to the roots, using only curves to describe shapes, like drawing or painting in space.”  
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Abstract Art Series (2004) Tim Borgmann [15]


Abstract art can invoke many emotions and has the potential to be used as a medium for displaying the emotions in speech.  Interestingly Franke suggests [7] that art can be regarded as a special form of communication.  This is especially relevant in this project as it attempts to represent visually the ultimate form of communication; speech.

Visual
Negative (high)

Anger
Negative (low)

Sadness
 Positive (high)

Joy
Positive (low)

Comfort







Colour
Dark Red

-

Light Green/Yellow

-

-
-

Dark Orange

Dark Green

-

Dark Purple

White
Light Red

Light Yellow

-

-

-

-
Brown

-

-

Light Blue

-

White

Brightness / Contrast
Low / High
Low / Low
High / Low
High / Medium

Shape / Form
Large, angular 
Small
Large, smooth
Medium, smooth

Movement – Speed
Fast 
Slow
Fast
Medium

Movement – Frequency 
High
Low
High
Low

Table showing relationship between visual characteristics/features and emotions

www.color-wheel-pro.com [16] used for colour ideas 

6. Houdini


After researching for this project I began practicing in Houdini.  Houdini has a very different structure to Maya (the package I am familiar with) so it took a while to get to understand.  Within Houdini there are eight layers of control that one can move between.  Layers that were specifically used during this project were Objects (OBJs), Shader operators (SHOPs), Surface operators (SOPs), Particle operators (POPs) and most importantly Channel operators (CHOPs).


Within CHOPs one can manipulate raw data in almost any format.  They provide a level of control over data channels that is unique in the world of animation.  There is support for loading in and processing of audio at very high sample rates and work with this data efficiently.  CHOPs can work in real time to: 

· Trim,  

· Extract EQ, 

· Find and adjust the pitch and amplitude,

· Calculate the spectrum of incoming audio,

· Export individual channels,

· Fetch channels


Because of the procedural nature of Houdini the best and most effective way to explain my work is to list the relevant nodes (showing their links with arrows) and how they were used, however a basic understanding of Houdini is still required for the following examples.  (Refer to final.avi for more visuals.)

6a. 14 Band EQ 


This was my first real challenge.  Previously to this I had attempted to solve much harder problems and failed so creating a simple equalizer was more realistic (see innovation.hip for more details).

CHOP Layer -

File CHOP : 
This chop reads in channel and audio files.  The default extend conditions have been set to allow all 

exported data to start and end on zero

Limit CHOP:
This CHOP normalizes all channels (i.e. it re-calculates the data into values between 0 and 1).  

Math CHOP:
Average the two stereo channels into one.  This halves the amount of data to manipulate, while 


having no significant data loss



Multiply amplitude by four.  This stretches the data, thus making it easier to visually see

Band EQ subnet:
Creating a subnet helps group nodes together making them easier to handle

Band CHOP:
This CHOP is a 14-band equalizer, ranging from 10 Hz to 82 kHz, which filters audio input 


channels in the same way that a band equalizer uses a bank of sliders to filter bands of sound.  The 

Box filter has also been specified here as it provides a sharp cut-off so the bands don't overlap

Math CHOP:
Find the magnitudes by converting negative values of the channel positive

Export CHOP:
Export channel data (per frame) into its relevant transform SOP (see below)



SOP layer -

EQ subnet:
Groups the 14 bands (boxes) together

Box SOP:
Creates a box with settings

Transform SOP: 
Receives the data from the Export CHOP, performs the translation 



6b.Volume


Using the envelope CHOP I was able to read the magnitude (amplitude) of the wave and drive the size of a cube to represent this.   I was able to improve the response of the cube to react when there is an utterance.  

Limit CHOP:
Normalizes all channels (useful when using multiple files)  

Math CHOP:
Average the two stereo channels into one.  This halves the amount of data to manipulate, while 


having no significant data loss

Band CHOP:
The range of a human’s voice is between 300 Hz to 3400 Hz, therefore I set this band filter to 


remove any frequencies that were above or below this threshold to discard some elements of 


background noise

Envelope CHOP:
Firstly this re-samples the data to 30 samples per second (therefore it must be placed after the band 


CHOP).  This helps reduce the amount of calculations, plus it smoothes the curve.  The Envelope 


chop then outputs the maximum amplitude for each sample of the input.  



6c. Pitch


Here I have exported the data from Pitch CHOP to raise a bar in the y axis.  This was a relatively simple task, and was meant to be the basses for more complex calculations, such as the mean and median.  However I decided not to work on this as it seemed a waste of energy as I could use Pratt to obtain the data.

6d. Time 


The time bar at the bottom of the screen clicks every second by exporting a simple sine wave with the settings:

Amplitude 
= 45

Offset 

= 1

Period

= 2

6e. Spectrogram / Visual Display


The spectrogram is an extension of the band EQ system, and although it is in most basic form here, it has the potential to be used for rudimentary phoneme detection.  This would greatly increase the level of emotion detection within Houdini.  The spectrogram works by using the box filter to remove all the signal that does not fall within its specific frequency band, and then plots its varying magnitude over time.  This has been represented by using varying greyscale values.  Each of the 12 bars (12 frames – 0.5 seconds) consists of its own surface operator network (SOPs), shader operator network (SHOPs) and fetches data from a complex branch of nodes within CHOPs.  This is where most of the calculations are performed.
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Houdini render showing spectrogram (14 bar display)


The array of bars was achieved by shifting the sound waves along one frame.  This allowed the spectrum to flow across the screen over half a second.  It also caused timing problems where I had shifted frames back and fourth, however due to Houdini’s procedural structure this could be easily fixed.  The image above shows a render from final.avi that is on the accompanied CD.  This short video summaries my findings and results.

7. Conclusions


The innovations project has been very challenging, and although I would have liked to extend my work a lot further I am pleased with the results I have achieved.  After researching emotion detection, and abstract art, I found it very difficult to bring the two together, especially using Houdini.  This was mainly due to the lack of learning materials available for Houdini (in particular CHOPs), which meant any success was after a lot of trial and error.  Another major problem I faced was a lack of data to experiment with.  In some research papers [3][4] databases of up to 7000 utterences were being used to analyse emotions.  This limited the progression of the project and what I could produce as a final product.  Instead of an abstract animation based upon emotions, I produced a sound analysis program that displays data in a structured format.  Although not what I initially wanted to achieve this will be a useful base towards creating abstract art, especially as Houdini becomes more widely used and there are more learning materials available.  


In terms of the spectrogram, it works well in real-time; however, I would like to improve its structure.  The principle behind the spectrogram is relatively simple and I think Houdini could take advantage of this by procedurally creating the network.  

If I was to continue working on this project my next stage of development would be to experiment with particle operators (POP’s).  Furthermore, I would like to look into the rudimentary phoneme detection for lip synch within Houdini.  This is an area that has the potential to really make Houdini a world class animation package.

The effectiveness of Houdini has been something I have noticed throughout the project.  Learning the basics has been very rewarding as I was starting from scratch.  The chosen area of research, emotion detection is also a relatively new and innovative research area in computers and I enjoyed the challenge of finding relevant papers, especially those that had only been written in the last year.  Following on from this recent research by Dr Kate Hone [8] evaluates the potential for emotion recognition technology to improve the quality of human-computer interaction.  The specific objective of this research is to establish the extent to which people will express emotions when they know they are interacting with an emotion-detecting computer.  This type of research could lead to the further development of AI and ultimately make computers more user friendly, and speed up the interaction between humans and technology.
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